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Abstract—Service Discovery is an important step during the creation of distributed systems made out of independently developed and deployed quality-aware components. Despite of many prevalent approaches, the task of service discovery that encompasses components running on resource constrained devices does not yet have a satisfactory solution. Here, we present a service discovery framework which is specially designed to include resource constrained devices and uses the Mobile IP and the MANET protocols. A preliminary prototype of this framework, along with associated experiments, is described in this paper.

Index Terms— Resource Constrained Devices, Service Discovery, UniFrame, Mobile IP, MANETs.

I. INTRODUCTION
Service Discovery has been a well studied field in recent times. Its wide spread applicability, before the composition of independently developed and deployed components makes it a critical activity before creating a distributed system. This is evident from many alternatives such as Jini [1], UPnP [2], and SLP [3]. A comprehensive report [4], on first generation service discovery system indicates the challenge of the incorporation of mobile and resource constrained devices into the service discovery systems. This research aims to address this specific challenge. As an initial step, in this paper, we describe the incorporation of the principles of the Mobile IP [5] and the collaborative approaches from the Mobile Ad-hoc Networks (MANET) domain into the UniFrame Resource Discovery System (URDS) [6], to create a mobile device enabled discovery system called MDE-URDS (Mobile Device Enabled URDS).

II. Related Work
There have been several first-generation service discovery architectures proposed that can be divided into mainly two groups: a) Lookup Services such as Jini, UPnP, CORBA Trader Service [7], UDDI [8] that are registry based discovery services and b) Discovery Services that include specific architecture for resource discovery, such as SLP. Not many of these first generation approaches take into account the need for incorporating mobile devices in the service discovery process and operate in a homogeneous environment. FRODO [9] is a recent approach that includes mobile devices in the service discovery process by categorizing them based on their capabilities of energy (power) and mobility. However, their framework is designed for a particular home environment, without considering the other domains where the mobile entities could migrate to. M-URDS [10] is another extension of the URDS architecture that uses mobile agents to discover new components. It, however, does not consider the incorporation of mobile devices in the URDS framework.

Our work differs from these approaches, as it addresses the key issues of heterogeneity (due to being an extension of the URDS), mobility associated with the resource constrained devices (by incorporating the principles of Mobile IP) and the use of collaborations (by the use of MANET routing protocols) in the service discovery process.

III. OUR SOLUTION – MDE-URDS
The architecture of MDE-URDS is shown in Figure 2.1. The main components of the URDS are the Internet Component Broker (ICB), Headhunters, and Active Registries. The ICB, which is similar to the Object Broker in CORBA, consists of the following entities: a) Domain Security Manager (DSM), which is responsible for maintaining the information about all the entities in the system and provides that information to only authorized entities, such as the Headhunters, b) Query Manager (QM), which is responsible for making queries on behalf of the client of the URDS and getting the results from the Headhunters, c)Adapter Manager (AM) is used for handling heterogeneity by providing the necessary adapter components,
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d) Link Manager (LM) links several of such ICBs together to create a federation of discovery services, e) Headhunter (HH) is one of the important entities of the URDS, which actively participates in the discovery process of software components and performs the matching of the available components with the input queries. Headhunters also have associated meta-repositories, f) Active Registries are responsible for looking out for new components entering in the URDS and registering them.

For MDE-URDS, we divided the resources, into two categories: resourceful and resource-constrained. We identified a mapping scheme for placing the URDS entities (e.g., HHs) into these two types of resource classes based on about the functionality of each entity and associated empirical evaluations. Table 1 indicates the result of the mapping process.

<table>
<thead>
<tr>
<th>URDS Component</th>
<th>Resourceful device</th>
<th>Resource-constrained device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain Security Manager</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Query Manager</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Link Manager</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Adapter Manager</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Headhunter</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Active Registries</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Clients</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1: Mapping of URDS components on different devices.

To include Mobile IP principles, new entities such as Home Agents and Foreign Agents were added into the basic architecture of MDE-URDS. In the figure 2.2, the components colored blue are the existing components of the MDE-URDS and the ones in the pink color are added for including the Mobile IP principles. As mobility is the key factor here, there must be a mechanism for the mobile entities to move across the network, and still be able to achieve the discovery functions. This is achieved by the use of the principles of Mobile IP, a protocol that provides transparent access to mobile entities moving across different domains with the help of Home Agents and Foreign Agents that help in routing the messages to every mobile entity.

In the context of MDE-URDS, every headhunter has a Home Agent that is responsible for successful query routing to it irrespective of its location. The query propagation to the headhunters on the mobile devices takes place as follows: if the mobile node is in its home world, then the query is sent directly to it, whereas when the mobile node is in any foreign world, then the query is routed from its Home Agent to its Foreign Agent and then to the mobile headhunter. Therefore, we have two scenarios, used in experimentation, for propagating queries to the mobile headhunters: a) when the headhunter is in its home world, b) when the headhunter is connected to an external foreign world and c) when the headhunter is in transit.

2.3. Use of Collaborative Approaches by using MANET
routing protocols: The quality analysis of the results obtained from this prototype of MDE-URDS was studied and it was found that with headhunter using collaborative approaches, the quality of the results obtained improves. In order to achieve this task, protocols from the Mobile Ad-hoc Networks (MANET) domain are used. MANET is a self-configuring mesh network where the individual mobile nodes (sensors) are connected by wireless links and coordinate with their neighbors for a particular task. There are various routing protocols used by the nodes that can be reactive as well as proactive. Amongst them, Ad-hoc On Demand Vector (AODV) Routing [11] and Dynamic Source Routing (DSR) [12] are reactive whereas Optimized Link State Routing (OLSR) [13] is proactive.

Similar to the MANETs, the mobile headhunters were connected in a topology and maintain neighbor information. The collaborative approaches used were as follows: “I do it”(where only one HH is queried), “You do it”(where HH passes the query to its neighbors) and “We do it” (where the results are obtained from the HH and its neighbors). Figure 2.4 shows the two employed approaches of “We do it” and “You do it”.

For our setup, we have limited the number of components to a total of 15, and every headhunter has its own meta-repository that updates from the active registries. The meta-repositories have overlapping components. We calculated the average query response time for each mentioned scenario. The query structure is composed of the Headhunter name, its IP address, and the type of the component to be retrieved from the headhunter repository. Thus, the matching semantics used in the following experiments is restricted only to type matching of components. These queries are sent out randomly to the headhunters with proper sequence numbers to provide duplicate filtering and all the queries are independent of each other. In Figures 4.1-4.5, every point on the graph is the time value obtained from a particular headhunter.

First, we established a base case situation with headhunters deployed only on resourceful devices, used for comparison purposes. The average response time for this case, as shown in Figure 4.1, varies between 30 ms to 43 ms.

A prototype of MDE-URDS was created that contained Pharos Traveler GPS PDAs as the resource-constrained devices running Windows Mobile 5 operating system and twelve desktop machines that use Windows XP operating system. The desktop machines are connected by a LAN and wireless connectivity is provided by the different wireless networks on campus and also a private access point for a constrained experimental setup. The entire MDE-URDS implementation is created using Java RMI, and we have used J9 JVM [14] for running the java classes on the Pharos PDAs. We also divided the experimental setup into two “worlds” – a home world and a foreign world and ran several experiments, querying different headhunters for components, moving seamlessly across different worlds (home and foreign), sending queries simultaneously to them. We had deployed four headhunters on mobile devices, four stationary headhunters for comparing the response times, four active registries that search for new components.

A. Scenario 1: Headhunters in home world

Figure 4.2 shows the average response time for random queries from headhunters deployed on PDAs which are in their home
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Fig. 2.4: Collaborative approaches of “We do it” and “You do it”.

IV. EXPERIMENTATION

Fig. 4.1: Average response time when headhunters are on resourceful devices.
world. The average response time here varies between 630 ms and 830 ms. These values are high compared to the base case, because of the added time spent in communication with these wireless devices.

B. Scenario 2: Headhunters in foreign world

Figure 4.3 indicates the average response time, when the Headhunters are in the foreign world. Here, the average response time ranges between 1043 ms to 1350 ms. The increase is due to the rerouting of the queries to the Foreign Agent across different domains.

![Fig. 4.2: Average response time when headhunters are in the home domain](image1)

![Fig. 4.3: Average Response Time when headhunters are in the foreign domain.](image2)

C. Scenario 3: Headhunters in transit

In this case, the response time varies according to whether there is a wait for the HH (in case of quality-aware application) or is passed to another HH (time-aware application).

We can conclude from these experiments that the average response time is higher using the resource-constrained devices as compared to resourceful devices. This is because of the additional time spent in communicating with these devices using the pair of Home Agent and Foreign Agent.

**Results obtained from the Collaborative Approaches:** The results obtained are evaluated in terms of response time and quality. Figures 4.4 and 4.5 indicate the response time obtained from the collaborative HHs which is high as now more HHs are queried. Table 2 and 3 indicate the quality of results obtained from collaborative HHs. It is seen that the recall of the results obtained is high in this case than from a single HH.

![Fig. 4.4: We do it approach using AODV protocol.](image3)

![Fig. 4.5: Collaborative results for 'You do it' approach.](image4)
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### Evaluation of Quality:

<table>
<thead>
<tr>
<th>Query</th>
<th>Quality of Results from single HH</th>
<th>Quality of Results with collaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.125</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.166</td>
</tr>
</tbody>
</table>

Table 2: Precision and Recall for 'We do it' approach.

### Evaluation of quality:

<table>
<thead>
<tr>
<th>Query</th>
<th>Quality of Results from single HH</th>
<th>Quality of Results with collaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.125</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.166</td>
</tr>
</tbody>
</table>

Table 3: Precision and Recall comparison for 'You do it' approach.

---

V. CONCLUSION AND FUTURE WORK

In this paper, we have described the results obtained from incorporating resource-constrained mobile devices in a service discovery system. An empirical validation of the MDE-URDS prototype indicates an increase in the average response time due to the re-routing of queries and results carried out by the Home and Foreign Agents when compared with the URDS containing resourceful devices. The collaborative approaches used indicate that the quality of results is better when a collaborative approach is used, with the tradeoff of high response time. A direction for our future work is to incorporate uncertainty of the context in the discovery process.
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