ABSTRACT

Assuring quality of service (QoS) requirements is critical when assembling a distributed real-time and embedded (DRE) system from a repository of existing software and hardware components. This paper presents a two-level approach for assuring satisfaction of QoS requirements in the context of a reduced design space for DRE systems. Techniques from artificial intelligence and statistics are used to fulfill these collective objectives at system assembly time. The result not only lessens the overhead of validation of QoS requirements at run-time, but also reduces the development and integration cost of DRE systems.
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1. INTRODUCTION

Distributed real-time and embedded (DRE) systems are widely used in military, manufacturing, and control systems. Many of these systems consist of legacy components, either hardware or software. Thus, there is an urgent demand to fulfill the need of the development and integration of DRE systems from existing components. During the synthesis process of a DRE system, appropriate components are selected from a repository. A validation process subsequently ensures that the assembled system fulfills the requirements. In addition to functional requirements, quality of service (QoS) is an important requirement of DRE systems. UniFrame [8] is a QoS-based approach for building distributed systems from heterogeneous components. While identifying relevant QoS properties to be validated in a distributed domain, UniFrame does not currently address the problem of building DRE systems. In this paper, a two-level assurance technique for QoS of DRE systems assembled from components is presented. This technique, based on artificial intelligence and statistics, reduces the design space and validates QoS requirements at system assembly time. Consequently, we believe that this technique may ease the overhead of validation of QoS requirements at runtime, and reduce the development and integration cost of DRE systems. In addition, the usage of a modeling tool for assurance framework construction and statistical concepts for assembled cases (i.e., solutions of design space) facilitate the reusability and flexibility in different perspectives. Section 2 describes the framework of the system. Section 3 concludes our work.

2. FRAMEWORK

In this section, the framework of the system is described. Starting from nonfunctional requirements, a use case scenario is analyzed to determine the static and dynamic QoS requirements. Then, a Petri Net-based QoS model as an analysis and assurance toolkit is constructed. Backtracking and branch-and-bound algorithms are employed to prune off infeasible assembled cases based on static QoS requirements at the first level. A domain-specific scripting language then further discards less probable assembled cases based on previous states and observations of dynamic QoS requirements of components stored in a knowledge base. More details of each level and Petri Net model will be addressed in the following subsections. Figure 1 shows the QoS assurance framework of the system.

2.1 Petri Net-based QoS Modeling

The achievement of quality of services usually requires cooperation of collective components of a DRE system. Therefore, a formal approach to model and analyze the components of a DRE system with respect to its quality of services is necessary: a Petri Net-based QoS model is created in the
Generic Modeling Environment (GME) [4]. A Petri Net represented in a Petri Net is a formalism beneficial in modeling concurrent and asynchronous systems [7]. Its characteristics are appropriate for simulating data and control flow of QoS parameters (i.e., QoS systemic paths) among components involved. In order to diagnose data and control flow from a Petri Net graph, a reachability tree is derived to show various QoS systemic paths analyzed by analysis behaviors. Analysis behaviors crosscut the source code of the Petri Net model GME interpreter generated can be weaved in by using AspectJ [1]. There are several merits to implement Petri Nets with GME and AspectJ. Because GME is a metconfigurable modeling tool that permits the customization of visual domain languages, new features of Petri Nets can be easily added to the Petri Net metamodel to facilitate extensibility and reusability of the Petri Net model [4]. In addition, separation of concerns of simulation of QoS systemic paths and analysis behaviors promotes reusability and modularity of source code.

2.2 Backtracking and branch-and-bound

A Petri Net acquires numerous possible solution of a design space by modeling and analyzing a DRE system. However, most of these solutions are inappropriate for the DRE system, because they do not satisfy strict static QoS requirements. To decrease the solution space of a DRE system with strict static QoS requirements, backtracking or branch-and-bound (B/B) approaches are applied [3] at the first level of assurance: if the results of the internal nodes of the reachability tree do not satisfy strict static QoS requirements during the trace, the approach discards all subsequent branches. Unlike most of the assurance approaches such as [6] that validates one design space solution at a time, B/B approaches utilize a “parallel pruning concept” that cuts infeasible descendant leaves concurrently. Therefore, the computation time of B/B approaches is faster than those pruning approaches without the concept of parallel computation.

2.3 Evolutionary Algorithms

In the DRE domain, validating each QoS requirement individually may ignore the probable impacts on the effect that QoS requirements have on each other. Fitness functions of evolutionary algorithms (EAs) solve this problem by combining all of the associated concerns of QoS requirements into a mathematical formula.

B/B approaches assure the static QoS requirements that are imperative and orthogonal. However, it is time consuming for B/B approaches to evaluate non-imperative and/or non-orthogonal static QoS requirements. Hence, an EA evaluates the best results of joint non-strict static QoS parameters by a fitness function. Evaluating dynamic QoS requires the cooperation of the deployment environment. However, the statistical results of dynamic QoS by EAs at component assembly time may serve as excellent estimates during runtime. Dynamic QoS requirement validation utilizes the previous state information of a component in the knowledge base to obtain the statistical results computed by EAs.

A domain-specific scripting language, Programmable Parameter Control for Evolutionary Algorithms (PPCEA) [5], is developed as a metaprogram of EAs to support the pruning of the design space. By a user-defined discard rate, EAs decide which assembled cases should be deleted. For example, if the worst result of an assembled case is not close to the dynamic QoS requirement, this case can be discarded before runtime.

3. CONCLUSION

The earlier an error is found, the less costly software is developed [2]. Our approach obeys this golden rule to reduce the design space at system assembly time. It not only lessens the workload of QoS assurance at runtime, but also economizes the development and integration cost of DRE systems constructed by assembly of components. Besides, constructing Petri Net-based QoS modeling in the GME collaborating AspectJ facilitates reusability, extensibility and flexibility. B/B approaches utilize the parallel pruning concept to expedite the reduction of design space. PPCEA provides a flexible, reusable and statistical means to delete less probable cases, and auxiliary statistical results as the reference at runtime.
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